MINUTES OF MEETING

Committee Title:	Information Systems Technical Advisory Committee (ISTAC)

Date:			April 25-26, 2018

Time:			April 25 from 9:10 AM to 4:30 PM
				April 26 from 9:10 AM to 11:15 AM

Location:		April 25 in Room 3884, HCHB
				April 26 in Room 3884, HCHB


Agenda Item Presentations/Discussions:

PUBLIC SESSION (April 25, 2018)

The meeting opened at 9:10 AM.  Approximately 27 people were in attendance.

Opening:  Jonathan Wise opened the meeting with introductions and request for comments from the public.  There were no public comments. Jonathan then introduced and welcomed Joanne Lewis, who is starting to work with Yvette Springer as TAC Liaison Officer. Jonathan also briefly summarized a plan for an informal CCL review that is being coordinated by Jennifer O’Bryan of the SITAC; the idea is to gather ideas of CCL entries that might be obsolete, including from constituencies (e.g., universities) that historically have had relatively little participation in regulatory activities. Mike Maney suggested that Bill Root’s detailed comments on the CCL might be relevant.


Meeting Location:  The location of the July 2018 meeting has not been finalized but is expected to be at Qualcomm in San Diego, CA.  The location will be finalized as soon as practical.  Future meeting dates are: July 25-26, 2018; October 31-November 1, 2018; and January 23-24, 2019.


Working Group Reports:  Key points from the Working Group reports were: 

Cat 3A (reported by Jonathan Wise): This group has been coordinating with George Kerchner on development of a future proposal on secondary cells; has provided support to BIS on Wassenaar matters; and has also started gathering ideas for Wassenaar proposals for 2019.

Cat 3B (reported by Jeff Rogers): This group has been discussing 3C1 3B1 (MOCVD) with BIS.

Cat 4 (reported by Henry Brandt): This group has been providing feedback to BIS on Wassenaar matters, including 3E2 (microprocessor technology) and has provided supporting information on APP.

Cat 5p1 (reported by David Lindsay): This group has had relatively little activity since the last meeting. There is some tie-in activity in support of responses to the ITAR “Notice of Inquiry; Request for Comments Regarding Review of United States Munitions List Categories V, X and XI” (RIN 1400-AE46; 83FR5970; February 12, 2018).

Cat 5p2 (not reported): There was no report for this group. Noel Matchett suggested that a presentation on quantum cryptography would be interesting; there is concern with new algorithms for factoring on classical computers. David Lindsay commented that there is no proof that factoring is difficult, it just seems to be difficult. Ryan Speers and Dave Aitel asked whether it might be possible to define what is effective/ineffective control language (i.e., effective control language might be well-articulated technical parameters with distinct numerical values of the control thresholds).

Cybertools (reported by Mark Renfeld, via phone): This group had no activity to report since the last meeting.


Old Business/Open Business:  Jonathan Wise summarized the status of old/open business items, in the new format: first, items that have changed since the last meeting; and second, open items. The summary at this meeting consisted of two parts: changes from Jan 2018 (which were not reported at the Jan 2018 ISTAC meeting), and changes from Jan 2018 to April 2018.

There were six changes from Jan 2018:
-From July 2014, Mark Renfeld raised as an issue of certain inconsistencies between Wassenaar definitions and the corresponding EAR definitions for “circuit element, “chip” and “discrete components”.  There was a decision to split this into two parts: 1) simple issues of alignment to Wassenaar definitions and construction, and 2) handling of the term “chip”, which will require more study. This item remains open.
-From January 2016 (and earlier meetings, November 2015 and July 2015), a broad cross-section of industry raised concerns about the scope of control and unintended consequences of the 2013 Wassenaar Cybertool rule (ECCNs 4A5/4D4/4E1c). Industry’s recommendation was that these entries should be deleted. In fact, Secretary Pritzker announced in a public letter that USG has gone forward to Wassenaar in 2016 with a proposal to delete 4E1c.  As part of the Dec 2017 Wassenaar updates, some clarifications (decontrol notes and technical notes) were adopted.  These are important improvements, but the ISTAC believes that further clarifications are desirable. This issue remains open.
-From July 2017, there is the issue of reviewing AT-only entries (900-level) within Categories 3, 4, 5p1 and 5p2, to identify entries that are obsolete and that might be considered for deletion. Broader and general issues pertaining to AT controls will be deferred to the RPTAC. This issue remains open.
-From Apr 2017, Paul Ledet raised a concern about the scope of GPS controls in 744.21: it seemed illogical to attempt to restrict export to China of consumer GS devices that typically are made in China.  This led to a briefing from BIS to elaborate on their interpretation of 7A994. Key points were:
· Most common items in 7A994 are GPS and inertial devices
· For multi-function devices that contain GPS, general approach is to classify as principal function
· Smart phone is probably Cat 5
· Wrist-watch that is clock plus GPS is probably 7A994
· Devices/functionalities, especially for consumer electronics, are evolving > Shades of gray for classification
· One is advised to contact BIS for guidance on specific devices & questions
· BIS has seen many GPS devices, and thus has a coherent picture
· Reminder that 7B/7D/7E994 are more limited scope than 7A994
-From Oct 2016, Joe Jarzombek of Synopsys raised a concern that integrity software might be captured in Cat 5p2 and requested that consideration be given to proposing a decontrol note. A decontrol note was included among the proposals submitted to BIS for consideration in the 2018 Wassenaar cycle, and accordingly this issue will be change to dormant status.
-From Apr 2017, Ryan Speers raised a concern of the impact of new export controls on industry sectors that had previously been unregulated, and how to address that such as through outreach. The ISTAC received a briefing from BIS Office of Exporter Services on their outreach activities and we have concluded that this is not specifically/solely an ISTAC issue. This issue will be closed.

There was one change from Apr 2018:
-From Apr 2017, Scott Wang raised the issue that the 744.21 threshold for APP remains at 0.5 WT.  Then that threshold was set in 2007, it was 66% of the WA threshold (0.75 WT) for HPCs. I the intervening years, the WA threshold has increased to 16 WT, but the 744.21 threshold remains at 0.5 WT which is now only 3.1% of the WA threshold and now threatens to capture commodity laptops. On July 10, 2017, The ISTAC submitted a formal letter describing this situation and proposing to update the 744.21 APP threshold.  In Jan 2018, BIS advised that changes are not viable now. This issue will be closed.

There are seven items of open business as of Apr 2018:
-From July 2014, Mark Renfeld raised as an issue of certain inconsistencies between Wassenaar definitions and the corresponding EAR definitions for “circuit element, “chip” and “discrete components”.  There was a decision to split this into two parts: 1) simple issues of alignment to Wassenaar definitions and construction, and 2) handling of the term “chip”, which will require more study. This item remains open.
-From January 2016 (and earlier meetings, November 2015 and July 2015), a broad cross-section of industry raised concerns about the scope of control and unintended consequences of the 2013 Wassenaar Cybertool rule (ECCNs 4A5/4D4/4E1c). Industry’s recommendation was that these entries should be deleted. In fact, Secretary Pritzker announced in a public letter that USG has gone forward to Wassenaar in 2016 with a proposal to delete 4E1c.  This issue will be closed.
-From Apr 2017, Scott Wang raised the issue that the 744.21 threshold for APP remains at 0.5 WT.  Then that threshold was set in 2007, it was 66% of the WA threshold (0.75 WT) for HPCs. I the intervening years, the WA threshold has increased to 16 WT, but the 744.21 threshold remains at 0.5 WT which is now only 3.1% of the WA threshold and now threatens to capture commodity laptops. On July 10, 2017, The ISTAC submitted a formal letter describing this situation and proposing to update the 744.21 APP threshold.  In Jan 2018, BIS advised that changes are not viable now. This issue will be closed.
-Also from April 2017, Gordon Olsen suggested that the 2.5 GSa/s threshold for oscilloscopes is outdated, noting that there are indigenous scopes up to 5 GSa/s manufactured in China.  The ISTAC will develop a proposal for submission to BIS.
-Also from April 2017, Gordon Olsen suggested that license exceptions STA and TSR should be restored for 3E001 technology that pertains to 3A001b2/b3. The Cat 5p1 working group is also interested in pursuing this because it impacts devices that will be relevant for 5G cellular. David Lindsay thought that there might be little traction on this, because removal of license exceptions was the compromise reached with DoD to delete the 3A611 entry for MMICs.
-Also from April 2017, Texas Instruments raised the concern that there is indigenous Chinese development of ADC chips that are pin-for-pin compatible with some TI and Analog Devices chips. The ISTAC is evaluating approaches to addressing this; one possibility is a foreign availability assessment.
-From July 2017, there is the issue of reviewing AT-only entries (900-level) within Categories 3, 4, 5p1 and 5p2, to identify entries that are obsolete and that might be considered for deletion. Broader and general issues pertaining to AT controls will be deferred to the RPTAC. This issue remains open.

There are three items of dormant business:
-From April 2015, Paul Ledet raised a concern that Export Control Reform created an entry for DRFM on the USML, item XI(c)(8), with parameters that could overlap with those of channel emulators, which are bona fide dual use items.  National Instruments is talking to DTSA about this, and one idea is to move this entry out of the ITAR by creating a new Wassenaar dual-use control. DTSA originally indicated that their technical review was targeted for completion in December 2015, with a possible regulation update in summer 2016, but now the timing for this is linked to the scheduled USML Cat XI revision. Accordingly, this item is in Dormant status.
-From July 2015, the MMIC industry raised a concern that the Dec 23, 2014 rule that removed license exception eligibility from 3A001b2 MMIC amplifiers (except for civil telecom end uses) has been problematic because it has created significant licensing activity for small and sample quantities. This issue was also discussed at the RPTAC on Sep. 15, 2015. It was intended that a formal proposal to restore LVS will be submitted to BIS.  However, progress on this has stalled and this issue is now in Dormant status.
-From Oct 2016, Joe Jarzombek of Synopsys raised a concern that integrity software might be captured in Cat 5p2 and requested that consideration be given to proposing a decontrol note. A decontrol note was included among the proposals submitted to BIS for consideration in the 2018 Wassenaar cycle, and accordingly this issue is in Dormant status.


Lessons Learned from Collaborative Semiconductor Roadmaps:  Steve Moffatt (from Applied Materials) made a presentation on semiconductor industry roadmaps and lessons learned. There were three major parts to this presentation: 1) Industry context (The what/why/how of collaborative industry roadmaps); 2) Applied Materials (their role in the semiconductor industry); 3) Roadmap Status and Conclusions (Major trends, decisions and critical technologies).  Key points were:
-Roadmaps are not new and seem to fulfill a basic human psychological need to “understand where we are going”. They are about making choices from multiple options, branches and decisions, and we learn from this. An important feature of maps are barriers (traditionally mountains and oceans). There is no single route or single best route; rather, there are alternatives. Roadmaps are not fully prescriptive and they are not meant to be. As a historical example, see the Silk Road map (http://unimaps.com/silkroad/mainmap.gif).
-The Semi Roadmap was initiated in 1986 by Robert Noyce and a team of six (and Steve Moffatt was one of those six).
· Driven primarily by the US military, many had noticed that the US required latest semiconductor devices for military applications and that the most advanced devices were being made in Japan for commercial applications.
· It was decided that the US semiconductor industry needed a major PUSH and NTRS, Sematech, revitalized industry associations, and increased government funding, resulted in more USA–wide collaboration.
· Because of Moore’s Law, the industry needed furious and intense, continuous planning! It never was easy; it always gets harder.
· The first US National Technology Roadmap was in 1986/7. The first time we can identify, that an industrial, pre-competitive roadmap had been constructed. Steel had not had one, nor had steam. It started a trend.
· By 1998, the process went international, (Rinn Cleavelin) and the first International Technology Roadmap for Semiconductors was made. It continues on its way today as IRDS under the auspices of IEEE, projecting to 1nm.
· By 2000, the ITRS had become “The Global Reference” for the technology industry and we started to embark on “More Than Moore”. Several thousand people in dozens of countries involved in roadmap construction.
· The ITRS became IRDS in 2015/2016, The International Roadmap for Devices and Semiconductors, chaired by IEEE. It now has a very much wider prospect.
-Until 1995-2003 nodes described physical gate lengths in logic chips. Today, nodes are a marketing “naming convention” for a generation of technology
-Semiconductor market evolution has had many distinct drivers. Starting circa 2000 was the PC/internet era. Starting circa 2009 was the mobile and social media era. Staring circa 2017 is the AI and Big Data era. Noel Matchett mentioned that the 1 µm gate length (circa 1980) allows voice coding for telecom and cryptography (STU III).  Military requirements drove development in the early years but consumer requirements now drive the industry.  
-There are four elements that enable the AI/Big Date era: 1) Data generation/explosion of data, driven by IoT and Industry 4.0; 2) Data storage (more data needs to be processes and stored and storage alone is not economical); 3) New compute models (to turn data into dollars); and 4) New compute architectures, to process data at the edge and in the cloud.
-Some numbers pertaining to the explosion of data generation: a city of 1M people will generate 200M GB of data per day by 2020. This includes smart buildings (55M GB/day), smart factories (50M GB/day), public safety systems (50M GB/day), smart vehicles (40M GB/day), smart airplanes (4M GB/day), and social media and other (2M GB/day). Only 1% of the data in this model is generated by humans; the implication is that forecasts based on historical trends may underestimate the data generation.  This is critical for industry models because there is a very strong empirical relationship between data generation and both NAND flash and DRAM production/shipments (i.e., the amount of fab production capacity). This points to a 25x gap between the NAND shipments needed in 2020 without and with new data-generation categories. It is not economical to produce that much more NAND/DRAM, and thus the need for new innovations in computing to manage the huge increase in data generation.
-The Technology Roadmap is now 32 years old, contains 17 chapters, and now looks ahead to 2033. It is available at http://www.itrs.net.
-Mike Lutz and Henry Brandt pointed out that the roadmap missed some important things; for example, the predicted transition from 300 mm wafers to 450 mm wafers never occurred. Partially this was a result of the big fabs choosing not to fund non-recurring engineering of the tools and instead pushing the costs onto the tool designers (“we will buy the tools when they are ready, but you [manufacturer] pay the development costs”).
-Steve summarized that the three main points of the IDRS roadmap are: 1) it is very difficult to predict even with timeframes as short as two years and almost impossible beyond that; 2) logic ground-rules; 3) patterning challenges.
-Multiple patterning is the baseline process every alternative is compared to; it requires many steps and Imposes long cycle times for chip R&D and for chip production.
· Line and space patterns below approximately 11nm half pitch are challenges.  These are projected for 2024 and later.
· Quadruple patterning with ArF immersion is an option for 10.5nm half pitch, but requires development to control tolerances.  Not an option below 10nm half pitch
· Other approaches are EUV with double patterning, high NA EUV, and possible nanoimprint
· Contact, via or cut patterns below roughly 40nm pitch are challenges.  These are projected for 2021 and later
· Multiple patterning with EUV, and possible nanoimprint can reach these dimensions.  
· High NA EUV is not projected to be ready in time
· Vertical gate all around (VGAA) Structures for vertical gates is a challenge projected for 2027 and later
· Invention is needed
· Pattern quality, in terms of line edge roughness, random variation in contact hole sizes, pattern overlay and general critical dimension control are ongoing challenges
-EUV (changing wavelength from 193 nm (ultraviolet) to 13.4 nm (soft x-ray)) is technically challenging and expensive: it could result in $250M steppers. All reflective masks and optics will be required; this is a new technology for both. Sufficiently high-power source is very challenging after 20 years of development, manufacturing-grad power sources are now available, but throughput is still limited by the source power and this drives cost. Finally, defect-free masks must be ready for production.
-The types of devices being produced are driving the selection of patterning technology.  The new devices are driving patterning instead of patterning enabling smaller and more powerful devices by critical dimension reduction.  In the past, a patterning innovation such as a new wavelength for lithography was adopted by all leading-edge chip producers within a period of two-three years. Now, NAND flash memory will not use the leading-edge technology that logic or DRAM does.
-Conclusions regarding patterning are:
· Patterning innovations will be needed for the next 10 years to support the More Moore roadmap.
· Hole type patterns will become more difficult than line and space type patterns.
· Different types of computer chips will use different approaches for their advanced patterning.
· Switching to vertical scaling in the future could fundamentally change the critical challenges for patterning.
-For device structure evolution, FinFET is still the leading device option until 2021. Lateral-GAA is expected to be introduced next, co-integrated with FinFET. Beyond 2027, 3-D device stacking will be needed for functional scaling.
-Anchors for logic technology include:
· EUV DP and EUV high-NA as patterning technology
· Adoption of SiGe/Ge for high-mobility channel
· III-V use cases for 5G RF and high-speed IO applications
· Stacked device configurations
· Introduction of “barrierless” non-Cu metal for tight-pitch metal routing
· Logic-on-logic sequential integration
· D2W/W2W assembly
-Key conclusions for lithography include:
· GAA adoption expected in 2021
· Slow-down in pitch scaling tackled with design technology co-optimization and new materials/processes enables the SoCarea reduction
· EUV exposure and infrastructure is very, very expensive
· 3D integration is becoming inevitable, and needed beyond 2027
· Process related dimension control is necessary besides litho
· Thermal is challenge in 3D to get back the performance scaling
· Reduction of D0 is required for adoption of 3D
· New computational fabrics are necessary to maximize benefits of 3D in thermal constrained environment
-A broader approach might be required for compute architectures. For example, an interesting question is whether non-von Neumann architectures will be required.
-Norm LaCroix mentioned that security was not listed as an enabler or effector in the roadmap; that geometry/size has been a driver for hardware and it seems looking ahead that hardware may need to have inbuilt security. He wondered whether there is any guidance or rules-of-thumb for the proportion of device real estate needed for hardware-embedded security. Henry Brandt commented that the roadmap’s responsibility ends at the transistor/cell and security starts at the device design. Steve agreed, adding the “the shift register has to work properly”. He also agreed that security is a valid question and noted that portions of the roadmap do consider security, but for von Neumann architectures it really is all about the circuit design. In summary, Henry’s answer is correct today.
-Noel Matchett asked if we have the technology today to know whether what we produce is what we intended to produce. Dan Page responded that LVS extracts the file to check if its functions/devices match the simulation, and that this prevents a layout from being added in the design phase. However, if a function is embedded early enough in the design, then it would match the LVS analysis.
-Joe Young asked whether the roadmap committee looks backwards. Steve responded that it does look backwards, for historical context to assess successes and failures. Over the years, the industry has learned lessons from its mistakes.
-Joe continued by asked if the committee does any benchmarking. Steve explained that benchmarking is more difficult. The committee used to consider a standard chip, but that comparison is no longer valid. Benchmarking does work for memory because it is very standardized.
-Henry Brandt mentioned that other missed predictions are the 157-nm light source, which never has been implemented, and EUV, which is very technically complex and is almost 10 years late (Cymer spoke on this from 2001-2005). In fact, EUV coincided with optical proximity correction (OPC), which is also very expensive, that OPC was a necessary prerequisite to EUV.
-Henry continued by noting that there is a naming inconsistency. Previously (and at larger geometries) the meaning of the processing node (e.g., “65 nm”) was clear to everyone because it was directly related to physical features on the wafer.  Now (at smaller geometries) it is less clear and often in the eye of the beholder: one person’s “10 nm” might equate to another person’s “14 nm”.  That is, processing node has become a marketing term and no longer ties closely to a physically-related constant. This was a loss in the transition from ITRS to IDRS.
-David Lindsay mentioned that geometry node is sometimes used in license conditions for deemed exports and suggested that it would be better to refer simply to “technology” and not to node. Steve Lita (ASML) mentioned that he has also observed this issue for licenses, and that it is particularly difficult for him as a manufacturer of fab tools because he does not know how the customer will use the tools in their fab. Steve Moffatt added that this probably arises because of a desire for naming conventions, but they should be to standards, not to marketing hype. Gary Dean (AMD) mentioned that he has seen conditions like this on trans-shipment licenses.
-Action: The ISTAC will study the issue of license conditions based on geometry node with the goal of submitted recommendations to BIS.


Industry Wassenaar Proposals for 2019:  A summary/overview of industry’s ideas for Wassenaar proposal for 2019 was planned, but was cancelled due to last-minute schedule changes requested by BIS. This item will be carried over to the July 2018 meeting.


The open session was adjourned at 10:55 AM.
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