MINUTES OF MEETING

Committee Title:	Information Systems Technical Advisory Committee (ISTAC)

Date:			October 31-November 1, 2018

Time:			October 31 from 9:05 AM to 3:25 PM (open session)
				October 31 from 3:40 PM to 4:37 PM (closed session)
				November 1 from 9:12 AM to 12:40 PM (closed session)

Location:		October 31 in Room 3884, HCHB
				November 1 in Room 3884, HCHB


Agenda Item Presentations/Discussions:

PUBLIC SESSION (October 31, 2018)

The meeting opened at 9:05 AM.  Approximately 34 people were in attendance.

Opening and Announcements:  Jonathan Wise opened the meeting with introductions and request for comments from the public. Bill Root had previously requested to make a comment on MTCR implementation in the CCL and that is scheduled as a separate agenda item in this meeting. There were no other public comments.
-No comments were submitted to the ISTAC on the plan for an informal CCL review that is being coordinated by Jennifer O’Bryan of the SITAC, and the submission period was planned to close today (October 31, 2018).


Meeting Dates:  The next meeting dates are:

· Wed-Thurs, Jan 23-24, 2019 (Wash DC/BIS/HCHB)
· Wed-Thurs, Apr 24-25, 2019 (Wash DC/BIS/HCHB)
· Wed-Thurs, Jul 24-25, 2019 (location TBD)
· Wed-Thurs, Nov 6-7, 2019 (Wash DC/BIS/HCHB)


Working Group Reports:  Key points from the Working Group reports were: 

Cat 3A (reported by Jonathan Wise): This group has responded to BIS as needed on several proposals for the 2018 Wassenaar cycle.  It held one phone call to review 2019 proposals for 3A2 test & measurement equipment. The group has also been coordinating with PRBA on a proposal for secondary cells. Details on the proposals for 2019 will be presented as a separate agenda item in open session today.

Cat 3B (reported by Jeff Rogers and Steve Lita): There has been no activity in this group since the last meeting.

Cat 4 (reported by Henry Brandt): This group has been supporting BIS with feedback on Wassenaar issues pertaining to 3E2 and developed and submitted three proposals for the 2019 Wassenaar cycle.

Cat 5p1 (reported by David Lindsay): There has been no activity in this group since the last meeting. However, David reported that the USML entry XI(c)(4), which overlapped with CCL entry 3A001.b.12, was modified to align with 3A001.b.12 such that items exceeding the control thresholds of 3A001.b.12 are subject to the ITAR as XI(c)(4) and items falling below those thresholds are EAR99. This change was effective 10/4/18 (83FR50003). Jonathan Wise explained that this change was part of ongoing regulatory reform/simplification and was not specifically in response to the NOI for Category XI (83FR05970; 2/12/18).

Cat 5p2 (reported by Roz Thomsen): This group held a teleconference to review/develop some 2019 Wassenaar proposals and has submitted three proposals and one non-paper to BIS.  Additionally, this group had the lead to submit a proposal on 5A1j to BIS.

Cybertool (reported by Ryan Speers): Ryan will focus on technical issues, including 5A1j, and Mark Renfeld will resume as lead for this group.


Old Business/Open Business:  Jonathan Wise summarized the status of old/open business items, in the new format: first, items that have changed since the last meeting; and then undecided, open and dormant items.

There was one change since the last meeting.
-From July 2018, foundational and emerging technologies (e.g., artificial intelligence, machine vision, robotics…) are topics of interest to BIS, in the context of the Export Control Reform Act of 2018, which was implemented on Aug. 13, 2018 as part of the NDAA. The ISTAC will begin thinking about how to support BIS on this.
-Dave Robertson wondered whether any ISTAC members would/should move to the new ETTAC. Anita Zinzuvadia responded that there is reciprocity between TACs: that is, members of one TAC are permitted to attend the closed sessions of other TACs. She will maintain contact with the DFO of the ETTAC and watch for ETTAC agenda items that would be pertinent to the ISTAC.
-David Lindsay asked about the current status of the ETTAC. Gus Anifantis commented that ~80 applications were submitted to BIS. Anita said that no ETTAC meetings have yet been scheduled.

There are seven items of open business as of Nov 2018:
-From July 2014, Mark Renfeld raised an issue of certain inconsistencies between Wassenaar definitions and the corresponding EAR definitions for “circuit element, “chip” and “discrete components”.  There was a decision to split this into two parts: 1) simple issues of alignment to Wassenaar definitions and construction, and 2) handling of the term “chip”, which will require more study. We have now decided to defer these items because they are relatively minor, and we will address them when they can be grouped with other items to form a more compelling reason for action.
-From April 2015, Paul Ledet raised a concern that Export Control Reform created an entry for DRFM on the USML, item XI(c)(8), with parameters that could overlap with those of channel emulators, which are bona fide dual use items.  National Instruments had been talking to DTSA about this, and one idea is to move this entry out of the ITAR by creating a new Wassenaar dual-use control. DTSA originally indicated that their technical review was targeted for completion in December 2015, with a possible regulation update in summer 2016, but the timing for this was subsequently linked to the scheduled USML Cat XI revision. At that time, this item was moved to Dormant status. The NOI for Cat XI was published on 2/12/18 (83FR05970) and comments were due on 4/13/18; the comments are posted at : https://www.pmddtc.state.gov/sys_attachment.do?sys_id=9ea00fe3dba653003b1272131f961917. Many ISTAC members submitted comments, and although changes to the ITAR are out of scope for the ISTAC, we are nevertheless changing the status to open because the outcome of the Cat XI changes might lead to changes to 3x611 or to proposals for changes to the CCL, both of which are in scope for the ISTAC.
-From April 2017, Gordon Olsen suggested that the 2.5 GSa/s threshold for oscilloscopes is outdated, noting that there are indigenous scopes up to 5 GSa/s manufactured in China.  Closely related to this is the possibility to align the 1 GSa/s threshold of 3A992.G to the 2.5 GSa/s threshold of 744.21. The ISTAC will develop a proposal for submission to BIS, although as above this may be deferred until it can be grouped with other items to form a more compelling reason for action.
-From April 2017, Gordon Olsen suggested that license exceptions STA and TSR should be restored for 3E001 technology that pertains to 3A001b2/b3. The Cat 5p1 working group is also interested in pursuing this because it impacts devices that will be relevant for 5G cellular. David Lindsay has written a draft letter and will coordinate with Jonathan to complete this and submit to BIS.
-From April 2017, Texas Instruments raised the concern that there is indigenous Chinese development of ADC chips that are pin-for-pin compatible with some TI and Analog Devices chips. The ISTAC is evaluating approaches to addressing this; one possibility is a foreign availability assessment. Roz Thomsen noted that OTA can do an assessment the outcome of which does not trigger Foreign Availability actions. Dave Robertson commented that it is unclear whether one would want to do a full Foreign Availability study or a more limited study to gain a better understanding of the pertinent technical details. Dave continued by suggesting that it might be beneficial to set up a workshop on this topic with DTSA (and maybe expand the workshop to also address MMICs).
-From July 2017, there is the issue of reviewing AT-only entries (900-level) within Categories 3, 4, 5p1 and 5p2, to identify entries that are obsolete and that might be considered for deletion. Broader and general issues pertaining to AT controls will be deferred to the RPTAC. Roz Thomsen noted that in Cat 5p2, mass-market items default into 5A992, and there seems to be no compelling reason to delete that entry. We will endeavor to complete this for the January 2019 meeting.
-From April 2018, the ISTAC cybertools working group is now working on ideas/suggestions for implementation of 4A5/4D4/4E1c in the EAR. Ideas include license exceptions and end-use controls.

There are three items of dormant business:
-From July 2015, the MMIC industry raised a concern that the Dec 23, 2014 rule that removed license exception eligibility from 3A001b2 MMIC amplifiers (except for civil telecom end uses) has been problematic because it has created significant licensing activity for small and sample quantities. This issue was also discussed at the RPTAC on Sep. 15, 2015. It was intended that a formal proposal to restore LVS will be submitted to BIS.  However, progress on this has stalled and this issue is now in Dormant status.
-From Oct 2016, Joe Jarzombek of Synopsys raised a concern that integrity software might be captured in Cat 5p2 and requested that consideration be given to proposing a decontrol note. A decontrol note was included among the proposals submitted to BIS for consideration in the 2018 Wassenaar cycle, and accordingly this issue is in Dormant status.
-From Apr 2017, Scott Wang raised the issue that the 744.21 threshold for APP remains at 0.5 WT.  When that threshold was set in 2007, it was 66% of the WA threshold (0.75 WT) for HPCs. In the intervening years, the WA threshold has increased to 16 WT, but the 744.21 threshold remains at 0.5 WT which is now only 3.1% of the WA threshold and now threatens to capture commodity laptops. On July 10, 2017, The ISTAC submitted a formal letter describing this situation and proposing to update the 744.21 APP threshold.  In Jan 2018, BIS advised that changes are not viable now.


Public Comment (MTCR):  Bill Root spoke on concerns with the MTCR implementation in the CCL. The text of his oral presentation is reproduced in Appendix A and his handout summarizing proposed changes is reproduced in Appendix B.  It was suggested that the ISTAC look into the rad-hard issues raised by Bill.  


Post-Quantum Cryptography:  Rafael Misoczki of Intel made a presentation on post-quantum cryptography. Key points were:
-Modern daily life and the internet are dependent on secure cryptography. That is: techniques for secure communication in the presence of adversaries are a fundamental tool for the modern world.
-Cryptography relies on hard problems. For “Easy/solvable” problems there exist algorithms that can solve them in polynomial time.  For “Hard/Intractable” problems, there are only algorithms that can solve them in exponential time.
-Symmetric cryptography uses the same key to encrypt and decrypt, and are secure (are a hard problem) as long as one-way functions exist (true for P ≠ NP). Asymmetric (public key) cryptography use a key pair: the public key encrypts and the private key decrypts. An example hard problem for public-key cryptography is factorization (given a product n = p x q, find (p,q)).
-Classical computing uses bits that represent either 1 or 0. The computation paradigm is essentially sequential. Quantum computing uses qubits that are simultaneously both 1 and 0. The computation paradigm is highly parallelizable.
-Quantum computers would be able to solve currently intractable. There are two important quantum algorithms: Grover’s Algorithm and Shor’s Algorithm.
-Grover’s Algorithm is used to find a good item among 2n unordered items. It can be used to invert one-way functions. It takes O(2n/2) instead of O(2n) steps but is still exponential. The implication is that it can be used to break some symmetric ciphers (AES128, SHA256).
-Shor’s Algorithm is used to find the period r of function f(x) in polynomial time (Quantum Fourier Transform): f(x) = f(x + r).  It is used to factor integers and solve discrete logarithms. It runs in polynomial time instead of exponential time. The implication is that it can be used to break all traditional public-key cryptography (RSA/ECC).
-Matt Borman commented that the algorithms are known, and the issue/challenge is to make quantum computers and to understand the targets to which they should be applied. Rafael agreed that bigger quantum computers are a precondition for this. Matt continued by asking what differentiates quantum computers from classical computers. Rafael explained quantum requires very different hardware than classical computers and that quantum computers would require different software.
-Dan Page asked how large a quantum computer is needed. Rafael opined that ~1000 physical qubits are needed to represent one (1) logical qubit and that thousands of logical qubits are needed. Thus, a quantum computer would need millions of physical qubits. David Lindsay added that he believes that Intel has a 49-qubit quantum computer and asked how large a bit-strength it could break. Rafael thought that the 49-qubit computer could break crypto with key lengths of four or five bits.
-Norm Lacroix commented that key size is not a defense against quantum Fourier transform, but that for symmetric algorithms simply doubling the key length is a defense.
-Rafael continued by noting that the impact to society would be very large if quantum computers were able to break crypto. Implications include: internet infrastructure (SSL/TLS), e-commerce, online banking, private communication, digital currencies.
-Even though large quantum computers are not available now, there is still reason to worry. For example: 1) Encrypted data can be recorded now, to be compromised later. 2) Transition to a new technology takes time; replacement of crypto algorithms could take years or decades. 3) Long-lived products under development now may need to be secure for 20+ years.
-There are approaches to mitigating quantum attacks. For symmetric crypto, one can simply increase the key length of the algorithm (e.g., increase AES128 to AES256). For asymmetric crypto, one would need to replace all algorithms (digital signature, key exchange, public key encryption).
-Quantum Cryptography has the advantage that is uses quantum physics to achieve higher security. Disadvantages are: 1) Requires quantum infrastructure; 2) Restricted to key exchange (e.g., [BB84]); 3) There are not yet any standards.
-Post-Quantum Cryptography has several advantages; 1) It is based on harder math problems that not even quantum computers could break; 2) It can be implemented in the current (classical computing) infrastructure; 3) It offers all required features (digital signature, key exchange, data confidentiality); 4) Some PQC algorithms are more efficient that traditional crypto algorithms. A caveat is that standards are still under development.
-There is ongoing standardization activity for PQC. The most advanced is the Internet Engineering Task Force (IETF). Its scope is digital signatures and its first PQC standard (RFC8391) was published in 2018.  Also, NIST is conducting a competition on PQC standardization. Its scope is key exchange, encryption and signatures. There were 82 submissions to this competition and standards are expected to be promulgated circa 2022-2024. Finally, ISO/IECJC1 SC27 WG2 has a Standing Document on Post-Quantum Crypto. Its scope is key encapsulation, asymmetric encryption and signatures. It is a standing document under development.
-There are several PQC families.
· Hash-Based Signatures (most mature). Its security relies only on symmetric crypto. Its functionality is digital signature.
· Code-Based Cryptography (intermediate level of maturity). Its security relies on symmetric crypto and on (possible well-known) problems from coding theory. Its functionality is encryption, key exchange and digital signature.
· Lattice-Based Cryptography (intermediate level of maturity). Its security relies on symmetric crypto and on (possible well-known) problems from lattice theory. Its functionality is encryption, key exchange and digital signature.
· Multivariate-Based Cryptography (less mature). Its security relies on symmetric crypto and other problems form multivariate quadratic equations. Its functionality is digital signature.
· Isogeny-Based Cryptography (less mature). Its security relies on symmetric crypto and other problems from isogenies of supersingular ECC. Its functionality is key exchange and digital signature.
-Intel has developed a proposal (submitted to the NIST competition) for post-quantum key exchange that used code-based cryptography. The core technique is Moderate-Density Parity-Check McEliece. Details are available at http://bikesuite.org. 
-The PQC transition is a complex, challenging and unprecedented technology move. IT has been likened to changing tires on a moving car. The standards are being developed at the same time as the cryptanalysis is being researched and understood. Indicative of the complexity is the fact that several of the submissions to the NIST competition have been withdrawn.
-There are currently no drop-in replacement algorithms for PQC that have all of the required features, and creating PQC alternatives for all of the features is a huge scientific challenge.
-For features that post-quantum alternatives already exist: 1) Performance may be considered unacceptable and optimizations are still needed; 2) Deployment may require special infrastructure (e.g. hash-based signatures); 3) Cryptanalysis may progress and show they are insecure.
-In summary: Quantum computers are expected to break widely-deployed cryptosystems, and there is a huge scientific challenge in devising post-quantum alternatives. Intel is pro-actively working to create post-quantum cryptosystems and to submit them to international standardization organizations. Imposing additional export controls to Post-Quantum Cryptography may restrict the scientific community to make progress and restrict our ability to protect our customers worldwide.
-Matt Borman asked what is the timeframe expectation for emergence of quantum computers. Rafael responded that NIST estimates a 50% chance by 2031 of breaking some cryptography using quantum computers (i.e., there is a non-negligible chance of this within 15 years). Matt noted that Intel has mentioned proof-of-concept for quantum computing. David Lindsay thought that making a quantum computer is a larger technical challenge than implementing the quantum algorithms.
-Anita Zinzuvadia asked what are the critical issues for quantum computing. Rafael responded that is it quantum instability of the hardware. David Lindsay noted that the Intel quantum computer maintains its quantum state for only a few microseconds.
-Noel Matchett commented that IBM made a presentation on their quantum computer [January 2017 ISTAC meeting]. Henry Brandt explained that stability is a critical concern and that error rates climb rapidly as the size of the computer increases.  Thus, it will be necessary to make better (more stable) hardware or to develop approaches to error-handling.
-David Lindsay elaborated that quantum computers rely on weird quantum superpositions, and that doing anything to it causes the quantum state to collapse. The Grover and Shor algorithms push towards collapse into the correct answer, but photons can trigger collapse into a random state. Energy levels are very closely-spaced in a small quantum computer and become even more closely-spaced as more qubits are added; this becomes a very challenging engineering problem.
-Norm LaCroix asked how one proves the robustness of quantum algorithms in the absence of quantum hardware that can run those algorithms. Rafael opined that this is an interesting challenge. Cryptanalysis (mathematics) does not rely on hardware and needs to make assumptions about the capability of the attacker and about the hardware operating environment.
-Matt Borman continued by asking whether cooling systems for quantum computers are unique, or whether they already exist. David Lindsay responded that Intel buys these cooling systems from third parties and that they contain export-controlled materials (e.g., Helium-3). These systems can reach temperatures of 0.01 K, and at this very low temperature it is a severe problem to shield against RF photons.
-Henry Brandt noted that there is a scalability issue for quantum computers. With current technology, the entire machine must fit into one dewar; the computer does not readily scale if it must be separated into multiple dewars.
-Steffen Heuel wondered whether the closely-spaced quantum levels have an analogy in communications systems, such as closely-spaced constellation points on 256 QAM or 1024 QAM systems which rely on error-correction systems, and that this is accomplished by using larger bandwidth (to allow larger spacing between points). David Lindsay thought that making a quantum computer larger would exacerbate the already-difficult problem of hardware stability. Steffen clarified that he was asking about improving the signal-to-noise ratio. David continued by explaining that quantum is a superposition of 2^n states and that interaction with the outside world causes it to collapse; we do not know the scale at which separation cannot exist (we do not observe superposition of live and dead cats). Dave Robertson commented that Steffen was contemplating a quantum equivalent of Shannon’s Theorem.
-Norm LaCroix mentioned that Intel has suggested 8k key lengths as being quantum resistant and asked how one would proceed using that. Rafael explained that the approach is to analyze well-known math problems, to find parameters that provide 128-bit equivalent in those well-known problems.
-Dan Page asked about partitioning of quantum computers: For example, are 100 quantum computers each with 49 qubits equivalent to one quantum computer with 4900 qubits. Rafael responded that the best-performing quantum computers operate on short inputs onto which much algorithmic processing is applied and that partitioning does not work. David Lindsay and Jose Colon explained that a quantum computer requires all the qubits to be present simultaneously (in tandem); it cannot be subdivided into parts because of the inherent physics.
-Henry Brandt noted that it will take NIST 4-5 years to promulgate standards for PQC and asked how long after that will quantum algorithms be attack-resistant. Rafael responded that this can be thought of as a Boolean. Crypto users want something that is unambiguously secure. Considering that there are 2>300 particles in the universe, and assuming that each particle was a calculating element, it follows that 2^128 is very strong indefinitely. Norm Lacroix commented that the DES algorithm itself is limited by block size but that it can be strengthened as 2DES or 3DES, whereas AES has a flexible block size and is secure because it accommodates larger key sizes.
-Matt Borman asked what countries having ongoing programs in quantum computing, and whether the objective of those programs is to break crypto or to create a general-purpose computer (e.g., to solve physics problems). Rafael observed that from a financial perspective, breaking crypto is very valuable (and some encrypted data may still be valuable years or decades into the future). Canada has a quantum computing program (D-Way). Jose Colon added that the EU, China, Singapore and India all have programs or roadmaps for quantum computing, and that funding comes from both the commercial and defense sectors. There is a belief that a significant competitive advantage will accrue to the first country/team that implements a successful quantum computer.
-Norm LaCroix added that for collective community security, there is a need for quantum computers that are able to solve large general problems, but that if there is a sufficient reward for breaking crypto (e.g., breaking crypto for banking) then that in itself poses a threat.  It is still an open guess about when this could happen. There were 22 submissions from the EU (of 69 total) to the NIST Request for Nominations for Public-Key Post-Quantum Cryptographic Algorithms (see https://www.gpo.gov/fdsys/pkg/FR-2016-12-20/pdf/2016-30615.pdf), and this indicates that PQC is a global project.
-David Kaplan asked whether the standardization timeline is moving fast enough, and whether there is any risk that products will emerge before the standards are promulgated. Rafael explained that the NIST timescale is 4-5 years and that other standards bodies are moving faster. Many of the submissions to NIST are new technology developments.
-David Lindsay summarized that for symmetric algorithms, doubling the key length results in equal post-quantum security, but that asymmetric/public-key are susceptible to quantum and would need to be replaced by new algorithms. He asked whether hashing is susceptible to quantum attack. Rafael, responded that hashing is symmetric and thus it would be sufficient to increase the hash digest length. The largest challenge comes is for public key distribution, digital signatures and key exchanges, because all of these rely on hashing. David continued by asking how far we are towards finding a quantum-resistant replacement for public-key crypto. Rafael responded that the hashing part is solved but public key exchange is the unknown.
-Actions: This presentation was informational in nature and no actions were proposed or required.


Automotive Anti-Collision Radar:  Steffen Heuel, Radar Technology Manager of Rohde & Schwarz, spoke on automotive anti-collision radar, with focus on the associated test and measurement requirements, such as what are required for test of self-driving cars. Key points were:
-Historically, X-band radar was used for border surveillance, and it has now migrated into automotive use.
-Automotive radar today implements mostly “comfort features”. For example, it implements start/stop in heavy traffic jams, and provides blind-spot warning indicators.
-A metric for safety is “scoring points”. Detection of pedestrians is weighted heavily in the score.
-Automotive radar has seen significant technological development/enhancement of the past 40 years. Circa 1978, it was a dish approximately one -foot diameter mounted to the front of a vehicle. Circa 1999, it was sensors approximately the size of a license plate. Today, the sensors are ~3 inches diameter and fit unobtrusively inside the front grillwork.
-The automotive radar roadmap contemplates five levels: Level 1 (ca 2014) and Level 2 (ca 2016) implement object detection. Level 3 (ca 2018) implements high-resolution target separation. Level 4 (ca 2020) implements 3D detection. Level 5 (ca 2030) implements 360-degree object recognition, and would have 8-12 radars in a single car.
-Automotive radar previously used a 24 GHz band with 200 MHz bandwidth. It was short range applications like BSD, applications where low range resolution is sufficient (+20 dBm EIRP in EU), but is no longer in common use.  It was originally chosen because the 24 GHz components were easy to manufacture, but today the bandwidth is too small (200 MHz BW implies 0.8 m range resolution, whereas 1.5 GHz BW implies 10 cm range resolution). Today, the 77 GHz(long range application, ACC, LCA, medium range resolution (high power + 55 dBm EIRP) and 79 GHz (Medium / short range applications like LCA, BSD, (low power -9dBm/MHz EIRP)) bands are used. These bands cover the frequency range 76-81 GHz (5 GHz BW implies 3.5 cm range resolution, and this is fine enough to distinguish the contours of a car).  Research into even higher frequency bands (e.g. 120, 230 GHz) has begun.  
-Dan Page asked whether these radars can image a person, a car or a dog. Steffen replied that that is the goal.
-David Lindsay commented that in China, automotive radar is allocated to the 76-81 GHz band except that there is a 500 MHz hole within that band. Steffen agreed and added that Japan also has a 500 MHz hole in the allocation.  For this reason, most of the major manufacturers of automotive radar build components with 500 MHz BW (so that the components can be used worldwide). However, in Germany, automotive radars use wider BW.
-The automotive radar market is predicted to grown significantly over the next decade. In 2015, 72M cars were produced worldwide and 20M radar sensors were produced.  At USD40-70 per sensor, this was a market size of USD 800M-1.4B. In 2025, assuming stable vehicle production rates (i.e., still 72M per year) but three radar sensors per vehicle implies 200M sensors per year. At a slightly lower price of USD20-50 per sensor, this is a market size of USD 4-10B per year.
-There are many manufacturers that have roles in the automotive radar market. The principal radar manufacturers are APTIV, Continental, Bosch, Denso, Hella, Autoliv, Valeo, ZF/TRW, Smartmicro, Magna, Hyundai Mobis, Radarlux, Sick, Fujitsu Ten, Hitachi, Astyx. The princial chip manufacturers are NXP/Freescale, Infineon, STMicroelectronics, Bosch, Texas Instruments, TriQuint, Murata, Panasonic, Innosent, Analog Devices, Toshiba, Fujitsu-Ten, Renesas.
-Reasons that automotive radar is transitioning form 24 GHz to 77/79 GHz (76-81 GHz band) include:
· Only automotive radar in 76-81GHz can claim protection from interference due to its regulatory status (final acts/outcome of WRC 2015)
· The sensor package is smaller
· Radar chips are less expensive (due to increased demand)
· More bandwidth is available (which yields to higher range resolution)
· Measurements at 77 GHz frequencies give better Doppler resolution compared to 24 GHz at the same signal transmit duration
· More antenna space (yields accuracy, angular resolution, processing gain). 12 antennas in a phased array can see 120 degrees of azimuth
-The key technical parameters for radar are signal bandwidth (defines range resolution); sweep time (defines radial velocity resolution); and number of antennas and their alignment (defines azimuth and elevation resolution).
-There are many demands and challenges for automotive radar. 
· High integration required (there is literally no space left in a car)
· Low unit cost (automotive is very sensitive to manufacturing cost)
· Long maximum range needed (adaptive cruise control, e.g. LRR >250m with super high resolution (technically: more gain, higher power, better phase noise, more complex signal processing))
· Increased resolution (for object classification (technically: more signal bandwidth, more antennas, higher frequency))
· Increased sensitivity (detection of vulnerable road users (VRUs) like pedestrians even at long range (technically: better phase noise))
-Automotive radar sensors are to be tested according to the harmonized standard ETSI EN 303 396 as a common base of test procedures, and will focus on:
· ETSI EN 302 858 for the 24.05 - 24.25 GHz radars
· ETSI EN 301 091-1 for 76- 77 GHz radars
· ETSI EN 302 264 for 77-81 GHz radars
-An export-control consideration is that ETSI and FCC both require testing at the second harmonic (i.e. 81 x 2 = 172 GHz): emission at the second harmonic must be attenuated by specified amounts relative to the fundamental.
-Factors in testing include:
· Radar object simulation for accuracy, ambiguity, detection performance
· Interference tests to test mitigation algorithms
· Radome tests for integration of the radar sensor behind bumpers
· Antenna pattern verification
· Tracking / software / classification tests
· Receiver sensitivity, saturation, dynamic range
· Antenna pattern calibration and azimuth/ elevation accuracy measurements
· End of line test
-There are significant technical test challenges for automotive radar.
· There is already very high chip level integration and still increasing integration (fewer chips) with few connections. Any additional interface that is not mandatory increases the bill of material. Simple test setups are desired, as are final tests for any range and radial velocity of the sensor. The approach to test this will be over-air testing and radar object simulators.
· Over the air testing in reproducible environments is a must, test against interference mandatory, harmonic test required up to second harmonic. The approach to test this will be anechoic chambers with small footprint and high-frequency signal generation and analysis with high istantaneous bandwidth.
· Increased sensor sensitivity for the detection of low RCS objects (e.g. pedestrians and other VRUs (vulnerable road users)). The approach to test this will be very good phase noise tester.
· Full test of autonomous cars and their sensors. The approach to test this will be environmental simulation.
-Technical factors for radar object generation include:
· Change of R, vr, RCS
· Analog or digital delay
· Simulation of moving objects
· Multiple antennas required in future
· Specifically designed to test automotive radar in designated bands
-Phase noise is a critical technical factor. Good phase noise in a radar helps to detect objects with low reflectivity, e.g. pedestrians. Test of low phase noise at high frequency will be required. An example state-of-the-art radar sensor is the TI AWR1642, which has RF phase noise (1 MHz offset) of -95 dBc/Hz (76-77 GHz) and -93 dBc/Hz (77-81 GHz).
-Key issues in commercial automotive radar technology are:
· 79 GHz band will become available in more countries (Power regulation @ 79 GHz of −3 dBm/MHz and −9 dBm/MHz outside the vehicle  max range of approx. 100m (MRR sensors)
· Presently most radars use 1-1.5 GHz signal BW. Commercial chip manufacturers currently support 4 GHz BW with 100MHz/100ns modulation rate. This is scalable 28nm CMOS technology
· Replacement of ultrasonic sensors with radar is desired. Radars are more reliable; detect geometry; range range >4 meter; and invisisble sensors will improve cosmetic appearance.
· Multi Channel chips (2Tx, 4Rx now), 3D radars with azimuth / elevation required. A high level of integration makes building an automotive radar relatively easy.
· Alternative waveforms to mitigate interference issues. OFDM is a research topic, also binary phase codes.
· Smaller devices required, less cost, requirements for Hardware in the loop (HiL), Software in the loop (SiL), Higher CMOS Chip integration ( less components for a single radar).
· Increasing number of variants for different applications (e.g., driving, parking, gesture control)
· China about to restrict import of foreign automotive radar sensors (pushes their own radar products).
-Autonomous-driving vehicles will push new test requirements.  Testing of Level 4/Level 5 cars will require complex radar object generation, and test equipment that can produce high frequency with good phase noise. Legislation will also be needed to address these testing challenges. Issues include:
· High signal bandwidth (5 GHz)
· Radar echo generators with high instantaneous bandwidth
· High frequency signal generation (24 GHz, 60 GHz, 76-81 GHz, + guard bands where interference handling test become mandatory, +-1.5 GHz discussed right now) 
· According to CEPT/ETC/REC 74-01, the RX spurious emission measurement is required up to the second harmonic, which is 162 GHz for 79 GHz radars and 154 GHz for 77 GHz radars)
-Tom Jones asked how much space the radars will require in a car. Steffen explained that the space can be reduced through the use of virtual transmitters (pairing of one transmitter to multiple receivers), which effectively doubles the array size (i.e., synthetic aperture).
-Dave Robertson commented that mm-wave is no longer uniquely military and instead is becoming commercial mainstream and mass-market (e.g., 5G, WiGig, automotive radar). He added that machine vision, imaging and signal processing which previously were principally for military target analysis and now also becoming commercial mainstream (e.g., imaging for self-driving cars).  As a result, controls should reflect the new reality of a fast-growing commercial market.  
-Steffen Heuel commented that the range of automotive radar need to be only about 250-300 meters. Longer than that (e.g., 1 km) is not needed because most roads have curves and the radar only needs to probe the visible portion of the road. By contrast, military radars require longer range.
-Tom Jones opined that automotive radar is a mature (or, at least, maturing) technology.
-David Lindsay commented that there are seven entries (subparagraphs) in the ITAR that would apply to automotive radar. Matt Borman responded that this can be considered in the USML Cat XI review, which is ongoing. Andrew Mueller added that there were comments to the NOI about this; that DTSA is aware of it; and that there are efforts to deconflict these controls.
-Tom Jones asked about the self-driving Telsa vehicle and the recent highly-publicized crash. Steffen explained that Tesla takes an interesting approach and does not use an active radar (in fact, it uses a German-origin radar). The radar sends data to a server (and the purchaser signs a waiver to this effect when taking possession of the car). Tesla uses vision sensing for drive control, and the crash occurred because the vision sensing system did not differentiate the truck from the bridge (and rather than sending a command to decelerate/stop, it sent a command to accelerate). A radar sensor system would have differentiated the truck from the bridge.
-Roz Thomas asked how the investment in civilian radar compares to the investment in military radar. Steffen responded that for R&D the investment is significantly higher for military radar, largely because there are long-term contracts that fund this work. For civilian radar, the goal is more towards building of products.
-Action: The Cat 3 Working Group has already prepared a proposal for relaxation of the bandwidth thresholds for signal generators, to address automotive radar (see section “Industry 2019 Wassenaar Proposals” in these Minutes).


Supercomputer Historical Trends and Top500:  Henry Brandt presented an overview of supercomputer historical trends (compiled by Timothy Prickett Morgan) and the Top500. Key points were:
-Noel Matchett asked what are the criteria for inclusion on the Top500. Henry explained that the criterion is the ability to run HPC linpack: this is voluntary and if one wishes to do that and submit the result for the Top500, it is a self-certification. David Lindsay commented that this is difficult to spoof. Henry agreed and added that nobody has spoofed the performance of a Top500 HPC and that there is nothing to be gained by doing so.
-Circa 2013, the trend line (slope) of performance vs time (calendar year) flattened slightly; this is due to limits of Dennard Scaling and Moore’s Law. Nevertheless, HPC performance continues to increase 2x-3x every 10 years.
-Power consumption is a significant cost for HPC operation and power consumption continues to trend upwards. Exascale-class machines will draw 25-40 MW, which means that the lifetime cost to run the machine can exceed its hardware cost.  The cost of cooling will be extra.
-The inflation-adjusted cost of a Top500 HPC has remained approximately constant at ~$200M from 1998 to 2018.
-The petaflops/exaflops trend (aggregated computing power) continues to show the benefit of packing more transistors on a chip. Even though the cost of individual chips continues to increase, the cost per teraflop continues to decrease (straight line on log-log plot).
-The efficiency rating of the Top500 is typically in the range 50-95% (although one assumes 100% efficiency for Rpeak). A small proportion of the Top500 operate in the range 25-45% efficiency, even if they are not optimized for linpack. In general, 50% efficiency represents a good balance point.
-The composition of the Top500 has changed and includes a significant number of non-HPC systems (e.g., hyperscale and cloud providers, which run inefficient linpack but are so large that they can nevertheless get good scores).
-Traditional HPCs still use performance-oriented networks (not 1/10G ethernet); the dominant network is InfiniBand. Ethernet generally lags InfiniBand and Cray in both time and cost per Gbps per port Ethernet also typically exhibits ≥ 4x the latency of InfiniBand and Cray. See: https://www.nextplatform.com/2018/07/16/teasing-out-the-top-500-truth-through-networking/.
-The next big thing in supercomputing is Exascale Computing (running applications at ≥1 exaflop sustained rate). This is a “race” between US, Japan, EU and China.  It is expensive: projected cost per machine is in the range $500M to over $1B.
-The roadmap for USG (Dept of Energy) investment in exascale computing covers a 10-year period and extends to 2023.  Starting in 2013 there were pre-exascale machines; the first exascale machine will be at Argonne, with acceptance scheduled for 1Q22. This will be followed with the Crossroads machine at LANL/SNL (acceptance 1Q22), the Frontier machine at ORNL (acceptance 2A22) and the El Capitan machine at LLNL (acceptance 2Q23).
-Action: This presentation was informational in nature and no actions were proposed or required.


Practitioner’s Guide to APP:  Henry Brandt presented a report on the status of the Practitioner’s Guide to APP and proposals for an update to the Guide. Key points were:
-The current version of the Guide was written 12 years ago (December 2006), and updates are needed for three reasons: 1) In the intervening 12 years, there have been some minor revisions to the WA controls (notes) pertaining to APP. 2) All of the product examples in the Guide were discontinued long ago and are no longer in production. 3) New technology exists and should be described in the Guide.
-The current Guide is posted on the BIS website: https://www.bis.doc.gov/index.php/documents/product-guidance/865-practioner-s-guide-to-adjusted-peak-performance/file.
-The goal is to update the guide by (approximately) year-end 2018, to address the three points mentioned above and to update the Q&A.
-The most important regulatory change was an update to Note 6 (WA-2015), which clarified what is meant by “multiple cores”. For simplicity, it is assumed that multiple cores on a single die will be well-connected and therefore aggregate in the APP calculation.
-The text of the original 2006 APP Note 4 was:
Note 6: APP values must be calculated for (1) processor combinations containing processors specially designed to enhance performance by aggregation, operating simultaneously and sharing memory; or (2) multiple memory/processor combinations operating simultaneously utilizing specially designed hardware.
-The text of the revised 2015 APP Note 4 is:
Note 6: “APP” values must be calculated for processor combinations containing processors “specially designed” to enhance performance by aggregation, operating simultaneously and sharing memory.
Technical Notes
1. Aggregate all processors and accelerators operating simultaneously and located on the same die.
2. Processor combinations share memory when any processor is capable of accessing any memory location in the system through the hardware transmission of cache lines or memory words, without the involvement of any software mechanism, which may be achieved using “electronic assemblies” specified in 4A003.c.
-The removal of Part (2) from the 2006 Note means only memory-sharing implementations now result in APP “aggregation”.
-In the current version of the Guide, the following examples are of HPCs that are now obsolete: Cray XT3, NEC SX-8, SGI Altix 3700, and IBM p595.
-For the updated Guide, a new technology is that all relevant contemporary processors are “manycore”. In the x86 family, Intel Skylake are ≤28-core and AMD EPYC are ≤32-core. In the POWER family, the POWER9 is ≤24-core. In the ARM family, the Cavium TX2 is ≤32-core and the Fujitsu A64FX is ≤52-core (48+4). The Chinese processor Shenwei SW26010 is ≤64-core.
-Current representative example HPCs are: 2S2U x86 servers, SGI, DGX-1/2 and AC922.
-2-socket x86 servers are the benchmark: Approximately 10 million servers were shipped last year and 99.3% of them were x86 architecture. The APP of a 2-CPU server using the Intel® Xeon® Platinum 8168, 2.7 GHz, 24-cores is: APP of one CPU is 1.4592 TF (peak), 0.43776 WT (from Intel’s website). Wi (architecture adjustment factor) = 0.3. APP = 2 CPU x 0.3 x 1.4592 = 0.8755 WT.
-For the IBM AC922, aggregation occurs over both CPU and GPU and most of the APP of the AC922 comes from the GPUs (there is a high-speed coherent memory bus to the GPU: not PCI but a specially-designed bus).
-Paul Ledet asked why accelerators are excluded from APP aggregation. Henry explained that it is because they are I/O-attached by software drivers, which resulted in a long-standing practice to exclude them.
-Dan Page asked about “performance” of the various HPCs. Henry cautioned not to speak of “performance” because it depends on what one is seeking to accomplish. For example, linpack is parallelizable and runs well on some computers, but weather codes are not nearly as parallelizable.
-David Kaplan asked whether CPU and GPU are aggregated separately. Henry explained that they are not.
-Another important example is the new NEC vector supercomputer that has multiple accelerator cards. The APP of each accelerator card can be calculated separately, but then the APP of the entire computer must be evaluated.
-Action: Henry will write a draft of the updated Guide and will seek to provide that to the Cat 4 Working Group by end of calendar year 2018.


Industry 2019 Wassenaar Proposals:  Jonathan Wise presented a summary of proposals in Cat 3/4/5 that industry submitted to BIS for consideration as possible Wassenaar proposals for 2019. He also presented a summary of proposals that had been considered earlier in the year (and that had been presented at the April 2018 and/or July 2018 ISTAC meetings) but that were not submitted to BIS.

Proposals that were submitted to BIS:
-3A1a7: This proposal was a treadmill proposal, to update the control thresholds by a factor of 1.5x-3x (3.A.1.a.7.a single-ended digital I/O pins from 700 to 1000; 3.A.1.a.7.b ‘aggregate one-way peak serial transceiver data rate’ from 500 Gb/s to 1500 Gb/s.
-3A1a11: This proposal was to delete the entry, which is believed to be obsolete. The control parameters ‘toggle frequency’ and ‘equivalent gate count’ were previously used as parameters in 3A1a7 but were removed from that entry in 2008 and 2012, respectively.
-3A1b4: Commercial needs (5G, automotive radar) are pushing to higher output power; also, there are inconsistencies between the control thresholds 3A1b4 (23 dBm at 43.5-75 GHz and 13 dBm at 75-90 GHz) and 3A2d2/3A1b7 (20 dBm at 43.5-90 GHz) and 3A2e1/3A1b7 (15 dBm at 43.5-90 GHz). This proposal seeks 27 dBm for all of these entries over the range 43.5-90 GHz. [Author’s note: This proposal was added and submitted to BIS on November 1; at the ISTAC meeting on October 31, this proposal was identified as being among those not submitted.]
-3A1e1b: This proposal seek relaxation to the control threshold for energy density for secondary cells, because new lithium-metal-rich chemistries under development are enabling higher energy densities. Specifically, this proposal seek to relax the current threshold of 350 W-h/kg to 475 W-h/kg, based on commercial availability of lithium metal cells having energy density of 450 W-h/kg (Hermes family from Solid Energy Systems, www.solidenergysystems.com).
-3A1b2: The frequency point of 37 GHz is used in commercial practice to define the operating range of MMICs in the 3A001.b.2.e paragraph (37-43.5 GHz), but the 37 GHz point is part of the 3A001.b.2.d paragraph.  Because the 3A001.b.2.d paragraph has power threshold of -70 dBm, it unintentionally captures devices that are designed and intended to operate in the next higher frequency band.  To resolve this, this proposal would change the 3A001.b.2.d paragraph from its current langue “up to and including 37 GHz” to “up to but not including 37 GHz”.
-3A2d3/3A2d5: This proposal seeks to relax the bandwidth of 2.2 GHz that applies from 43.5-90 GHz to 9.0 GHz within the range 55-90 GHz. This is based on 802.11ay (uses 4 contiguous bands of 2.16 GHz each = 8.64 GHz, within the range 56-69 GHz) an automotive anti-collision radar (5 GHz BW at 76-81 GHz plus 1 GHz guard band on each side = 7 GHz BW). The proposed rage of 55-90 GHz aligns closely with the waveguide E-band (60-90 GHz) which is likely to be the engineering implementation for instruments used for these applications.
-4A3/4D1/4E1: This is a treadmill proposal to relax the APP thresholds in 4A3/4D1/4E1 by a factor of 1.5x-2x from their current (WA-2017) values of 29 WT (hardware) and 15 WT (software/technology).
-4A3g: This proposal seeks to clarify 4A3g Note 1 to provide relevant examples of items to which 4A3g does not apply.
-Cat 4 Sensitive List: Entries 4D1/4E1 no longer meet the criteria for inclusion in the Sensitive List and are proposed for deletion from the Sensitive List: There is increasing foreign availability of software and technology comparable to that of WA member states; hardware was already dropped from SL more than a decade ago; and it is illogical that digital computer software and technology on the same list with scramjet engines (9A11), towed acoustic hydrophone arrays (6A1), and plutonium (1C12).
-5A1j: This proposal is carried over from what the ISTAC submitted to BIS in November 2017. It seeks to clarify the scope of control of 5A1j by offering more precise terms to define the controls.
-5A2a4: This proposal seeks to clarify the meaning/intent of 5A2a4 (which derives from the old Note 4). Industry finds this entry to be confusing and difficult to understand. Jonathan Wise offered an opinion that the confusion arises from use of the term “non-primary” in subparagraph 5A2a4 without reference to the concept of “primary” in the chapeau. Noel Matchett offered an analysis using Venn Diagrams to identify the scope of what is controlled and what is not, and proposed that the paragraphs 5A2a1-a3 could be rewritten to refer to “primary or non-primary”. Dave Robertson suggested that the fundamental concept is “independently-accessible cryptography.” Overall, this issue resonated with the audience and there was general agreement that there is opportunity for clarification.
-5A4a: This proposal seeks to clarify that the 5A4a controls on cryptanalysis apply only to cryptanalysis of items controlled by 5A2a.  Norm LaCroix offered that DoD does not agree that 5A4a should be limited in this manner.
-Cat 5p2 Cryptanalysis Definition: This proposal seeks to clarify the definition of cryptanalysis to exclude brute-force dictionary attacks and electromagnetic side-channel attacked.  The premise is that cryptanalysis should be limited to algorithmic and logical attacks. Norm LaCroix offered that DoD does not agree that cryptanalysis should be limited in this manner.

Proposals that were not submitted to BIS:
-2B8a: This entry control certain inserts that provide feedback in measuring systems.  The control thresholds for 2B8 are very much looser (i.e., broader, more-encompassing scope) than for the related entry 2B6b1c (which was relaxed in 2015, to align with the lithography controls in 3B1f).  This proposal would seek to delete 2B8a or to align it more closely to 2B6b1c. (Author’s Note: As part of the 2017 Wassenaar updates, entry 2B8a was deleted and replaced by an equivalent entry 2B6b2.)
-3A1/3A2: There was a discussion about raising the 31.8 GHz frequency breakpoint that appears in many 3A1b and 3A2 entries to 33.4 GHz, to align to emerging telecom standards. The concern is that if the 31.8-33.4 GHz band is allocated to 5G at WRC19, then telecom equipment for this band would quickly emerge and there would be a race condition to update the WA dual use list.  Nevertheless, this remains sufficiently speculative that a proposal was thought to be premature.
-3A2c2: The control threshold for DANL (less/better than -150 dBm/Hz at 43.5-90 GHz) is believed to be close to the thermal noise.  If so, this entry could be considered for deletion. In fact, thermal noise of -174 dBm/Hz, and this was thought to be far enough below -150 dBm/Hz that this proposal is moot.
-3A2c4: Relax the real-time bandwidth threshold of 3A2c4.  The current threshold of 170 MHz is derived from the 160 MHz bandwidth of an 802.11 standard, and the next generation will be 320 MHz.  The proposal would be relaxation to ~330 MHz. Additionally, we want to start looking at the implications if a next generation of real-time signal analyzers were to have bandwidth ~10x greater than what is commercially available today (i.e., suppose current-generation instruments which have 500-800 MHz bandwidth were supplanted by a next generation that has 5-8 GHz). This being said, the details remain ambiguous, and further study is needed.  The ISTAC expects to continue to study this in 2019.
-3A2d: Separation of arbitrary waveform generators from signal generators. The general approach will likely involve sample rate and bit resolution as control parameters. As in prior years, this has not developed into a proposal.
-Cat 5p2 move toward a positive list, and update so that common standards and ubiquitous commercial products are not controlled. This approach has been deferred in favor of the other Cat 5p2 topics.
-5A4: Digital Rights Management decontrol note. It is possible that a 5A4 Decontrol Note is needed because of 5p2 structure: controls are defined or excluded in 5A2 and the 5E2 technology control ties to 5A2. Upon further review, it was decided that no action is needed on this issue.

-Action: No specific actions were proposed.  These proposals have been submitted to BIS for consideration in the WA-2019 cycle, and the ISTAC Cat 5p2 working group will respond to BIS as needed.


Discussion on 5A2a4: Further to the proposal described above for clarification of entry 5A2a4, Noel Matchett made a short presentation to illustrate his analysis of the scope of that entry. Key points were:
-By using Venn Diagrams, one can illustrate the scope of control of 5A2a and its sub-parts 5A2a1-a3, and one can refine that further to address “primary” functionality and “non-primary” functionality. Noel’s thesis is that the scope of control of 5A2a can be clarified by modifying paragraphs 5A2a1-a3 to refer to both “primary” and “non-primary” functionality, and deleting paragraph 5A2a4, as follows:

5A2a	Designed or modified to use 'cryptography for data confidentiality' having 'in excess of 56 bits of symmetric key length, or equivalent', where that cryptographic capability is usable, has been activated, or can be activated by means of "cryptographic activation" not employing a secure mechanism, as follows
1.	Items having "information security" as a primary or non-primary  function;
2.	Digital   communication   or   networking   systems,   equipment   or components, not specified in paragraph 5.A.2.a.1. or having a non-primary function ;
3.	Computers, other items having information storage or processing as a primary   or non-primary function,   and   components   therefor,   not   specified   in paragraphs 5.A.2.a.1. or 5.A.2.a.2.;
N.B.	For operating systems, see also 5.D.2.a.1. and 5.D.2.c.1.

-Norm LaCroix explained that when the current 5A2a was written, it was understood by Wassenaar that it would require Licensing Officers to study/assess it.  Norm disagreed with Noel’s proposal to add “non-primary” to entries 5A2a1-a3 because doing so would change the scope of control. He continued by explaining that Wassenaar intent is to capture items having secondary-function cryptography that is accessible. He cited as an example a government vehicle (e.g., ambassador’s vehicle) that contains a secure telephone/communication system.
-Dave Robertson suggested that the phrase “independently accessible” might helpfully clarify the meaning of these entries.


Discussion on Cat 5p2 Cryptanalysis Definition: Further to the proposal described above for clarification of the definition of cryptanalysis, there was an extended discussion on that topic. Key points were:
-Roz Thomsen opined that exhaustive key search should not be construed as cryptanalysis. He also suggested that physical side-channel attacks (physical properties, EMC, etc.) might not be within scope of the conventional meaning of cryptanalysis.
-Norm LaCroix responded that he (and Wassenaar) agree that exhaustive key search is not cryptanalysis. However, attacks based on physical properties are part of cryptanalysis because they are part of cybersecurity testing. Once an algorithm is implemented (after testing it mathematically, on paper) the actual implementation needs to be tested; there could be physical weaknesses that could be exploited. He added that fundamental research is not controlled; thus, the definition of cryptanalysis does not impact R&D. To be controlled in 5A4, the cryptography must be implemented into/as a product.  Cybersecurity testing is attacking yourself; exploitation is attacking someone else. Norm summarized by stating the everyone (US, WA) is comfortable with the definition and with the reference to ISO.
-Ryan Speers commented that there are some companies that are trying password cracking using rainbow search techniques (in-exhaustive key space search).
-Noel Matchett asked whether smart password test would be considered as cryptanalysis. Norm responded that it would be considered as cryptanalysis, because if it has “smarts” built in then it is not an exhaustive search. Rather, it is an ordered search, and this reduces the entropy.
-Mark Renfeld asked whether a password cracker that checks the ~100 most popular passwords and common variations thereof would be considered as cryptanalysis. Norm responded that it would be considered as cryptanalysis because it observes (and attempts to exploit) structure created by humans in a case where there should be randomness. Norm opined that he does not see the value of a decontrol for cryptanalysis, nor is there much licensing activity for cryptanalytic products.


The open session was adjourned at 3:25 PM.



APPENDIX A
Oral Comments from Bill Root on MTCR Implementation in the CCL

In the early 1980s, the US asked six close allies to join the US in a Missile Technology Control Regime (MTCR), There never was a need for a separate multilateral regime to control missile-related items. Indeed, those who felt the need for a new organization had no idea what they wanted to control. Eventually, they asked me.  They accepted my recommendations, which were copied right out of the COCOM lists.

In 1997, Richard Perle presided at a tenth year MTCR anniversary celebration.  Doves dubbed Perle the Prince of Darkness. This was largely because of his advice in Reykjavik to Reagan to link a zero option for nuclear weapons with continuation of an Anti-Ballistic Missile (ABM) program, which was anathema to Gorbachev.  

In 1997, Perle praised addition of controls on missile production as the most significant MTCR achievement.  Although I was no longer in the Government, I was present on that occasion. I informed Perle that the US had still not included MTCR missile production controls on US export control lists.  He took no action to remedy this omission. This US failure continued for 25 years.

In 2017, I informed USG agencies and RPTAC of 315 inconsistencies between MTCR and USG controls. In September 2018 I updated that analysis to take into consideration an August 30, 2018 final rule in the Federal Register to implement in the CCL MTCR revisions adopted in late 2017. Only one of the 315 inconsistencies was remedied by this rule. That involved an item of more interest to SITAC than to ISTAC. As usual, DDTC did not issue a final rule on August 30 to implement in the USML MTCR revisions adopted in late 2017. 

My handout to ISTAC today identifies MTCR and USG (both EAR and ITAR) inconsistencies in 5 numbered topics of interest to ISTAC (the 5th topic is mistakenly numbered as a second “4"). Three of the five topics concern radiation hardened microcircuits, computers, and A-D converters. The 4th is hybrid computers simulating missiles or UAVs. The 5th is electronic equipment for re-entry vehicles. 


Topic #1, radiation hardened microcircuits, was moved from USML Category XVd to CCL ECCN 9A515 a few years ago, as part of the Export Control Reform. Seven deviations between existing US controls in 9A515.d and .e and MTCR item 18A1 are listed on page 1 of the handout. 

Let’s start by examining only Topic #1 technical parameters. 

As shown on page 2 of the handout, the technical MTCR definition of “radiation hardened” is 
	“withstand radiation levels which meet or exceed total irradiation dose 5 x 105 rads (Si)”
	(FULL STOP - MTCR 18A1 adds no other technical information)
This is identical to “meeting or exceeding” in the heading of 9A515.d as applied to 9A515.d1.  But the heading of 9A515.d applies to “ALL the following characteristics,” including 9A515d2,3,4,5 as well as d1. The complete omission from MTCR of d2,3,4,5 means that MTCR 18A1 controls ALL microcircuits with the d1 characteristic, regardless of d2,3,4,5; whereas 9A515.d covers only those with all five d1,2,3,4,5 characteristics.

The MT portion of 9A515 is in italics at the bottom of page 2 of the handout. That portion is divided into two sub-portions: one for 9A515.d and the other for 9A515 e.2. The e.2 sub-portion is identical to MTCR, since it uses only the MTCR irradiation dose figure and expressly excludes what is described in 9A515.d. However, the .d sub-portion of the MT statement covers much less than MTCR because of d2,3,4,5.  9A515.e.1 uses the same irradiation dose figure as MTCR and 9A515.d1 and e2. But e.1 is properly excluded from the MT description because 18A1 omits SEE, SEL, SEB, SEGR, and LET technical parameters appearing in e.1.

The handout suggestions to remedy these technical deviations are to:
(1)	Leave MTCR technical parameter unchanged;
(2)	Completely remove MT coverage from 9A515 with a License Requirement Note; and 
(3)	Add new 3A101.e to be completely consistent with MTCR. and with US 9A515.d1 (without d2,3,4,5), e.1 (without SEE, SEL, SEB, SEGR, and LET), and e.2.
Fuller suggestions should have included: 
(a)	the MTCR total irradiation dose figure in 3A101.e; and
(b)	either:
(b1)	deletion of unilateral d2,3,4,5 and SEE, SEL, SEB, SEGR, and LET; or
(b2)	US proposals that MTCR add (and, to extent MTCR agrees, 3A101.e also add);
(b2a)	d2,3,4,5 as new controls (or limits on d1); and
(b2b)	SEE, SEL, SEB, SEGR, and LET as new controls; and
(c)	deletion of 9A515.d and .e after choices made per (b).


Re Topic #1 non-technical parameters, to the extent 9A515.d and .e are retained, the following fuller suggestions should have been included:
(1) 	In 9A515.d, change: “and that are specially designed for defense articles, 600 series items, or items controlled by 9A515"
to	“for USML IVa1 or UAVs at least 500 kg payload and at least 300 km range
(2) 	In 9A515.e, change: “and specially designed for defense articles controlled by USML Category XV or items controlled by 9A515"
to:	“for USML IVa1 or UAVs at least 500 kg payload and at least 300 km range”

Topic #2 technical parameters for computers for operation at temperature ranges and radiation hardened are identical in Wassenaar 4A1 and MTCR 13A1 and their US 4A001 and 4A101 equivalents. There is no ITAR equivalent to the CCL 4A001 Related Controls statement that equipment for ionizing radiation is subject to ITAR.

As mentioned in the handout, the CCL 4A001 Related Controls statement that equipment for ionizing radiation is subject to ITAR should be deleted and “other than those controlled by 4A001" should be deleted from 4A101. In addition, the following fuller suggestions should have been included in the handout:
(1)	Propose to Wassenaar deletion of 4A1; and
(2)	Delete 4A001

Topic #3 technical parameters for A-D converters in MTCR 14A1 and ECCN 3A101.a are ruggedized, radiation hardened, temperature ranges, and hermetically sealed are identical.

Topic #4 for hybrid computers in MTCR 16A1, USML XIc16, and CCL ECCN 4A102 re modeling, simulation or design integration do not include technical parameters. Differences between ITAR and EAR jurisdiction are based on non-technical considerations for which changes to reconcile with MTCR are identified in the handout.
 
Topic #5 (incorrectly numbered as a second 4 in the handout) for electronic equipment for re-entry vehicles in MTCR 2A1b3 do not include technical parameters and are not now included in US controls. The handout suggests new coverage in ECCN 9A116.


Why should we be concerned about inconsistencies between MTCR and US controls?

For many decades the Congress has severely criticized the Executive Branch for failure to reconcile US controls with MTCR controls. ITAR 121.16 purports to identify MTCR items subject to the USML, but does not, in fact, do so. A few years before MTCR was established in 1987, Section 5(c)(6) was added to the Export Administration Act of 1949 (EAA). That section prohibited unilateral national security controls in the absence of a finding of no foreign availability or a proposal to add the item to multilateral controls. As a result, two long standing catch-all plus release controls were deleted. One controlled all industrial equipment and the other controlled all chemicals, except for lists of equipment or chemicals which were not controlled. These deletions were, by far, the most significant revisions in US export controls during the last 68 years.

In August 2018, new export control legislation was enacted, as part of HR 5515 National Defense Authorization Act (NDAA). This supersedes the 1949 EAA, which expired with no renewal in 2001. The new Act has no expiration date. It softens the EAA prohibition of unilateral national security controls. But CCL Regional Security controls have largely evaded that prohibition anyway. The following appears in Sec. 1752 Statement of Policy on pages 575-576:

(4)	The national security and foreign policy of the United States require that the United States participate in multilateral organizations and agreements regarding export controls on items that are consistent with the policy of the United States and take all the necessary steps to secure the adoption of and consistent enforcement, by the governments of such countries, of export controls on items that are consistent with such policy. 
(5)	Export controls should be coordinated with the multilateral export control regimes. Export controls that are multilateral are most effective ...
(6)	Export controls applied unilaterally to items widely available from foreign sources generally are less effective ...
(7) 	The effective administration of export controls requires a clear understanding both inside and outside the United States Government of which items are controlled...
(11)	The authority under this part may be exercised only in furtherance of all of the objectives set forth in paragraphs (1) through (10).

End of Oral Presentation - Questions?

If you want a copy of what I just said, send me an email at billroot23@gmail.com.

APPENDIX B
Handout: Reconciliation of Differences Between US and MTCR

There are 314 inconsistencies between US and MTCR export controls. This memo addresses those believed to be of particular interest to ISTAC. These could be removed by choosing the less, or the more, restrictive of US or MTCR differences. This memorandum is a combination of both. Deviations identified are believed to be factual. But remedies suggested are not recommendations. Instead, they warn the reader what to expect from a long-standing, non-technical observer of regulations.

1	Radiation hardened microcircuits 

	 Present US controls deviate from MTCR controls in the following respects:
(1)	MTCR 18A1 is broader than MT application to 9A515d, because 9A515d controls only if d2, 3, 4, and 5 characteristics are met in addition to d1 dose rate and because MTCR 18A1 omits 9A515d limits to defense articles, “600 series” items, or items controlled by 9A515.
(2)	MTCR 18A1 is broader than MT application to 9A515e2, because MTCR 18A1 omits 9A515e heading limits to defense articles controlled by USML Category XV or items controlled by 9A515.
(3)	EAR definition of “missiles” includes UAVs but ITAR control of “missiles” does not.
(4)	CCL MT coverage should normally be addressed in an ECCN xx1xx.
(5)	The words “usable in” and “usable for,” defined in MTCR but not in EAR, omit what is actually used in.
(6)	“Specially designed,” for which MTCR “unique” definition is the polar opposite of US “catch-all” definition., serves no useful purpose 
(7)	“Designed” serves no useful purpose.


	Suggested strike thru deletions and underlining additions: 

MTCR 18A1 
"Radiation Hardened" "microcircuits" usable in protecting to protect rocket systems and unmanned aerial vehicles against nuclear effects (e.g., Electromagnetic Pulse (EMP), X-rays, combined blast and thermal effects), and usable for the systems specified in 1A.

MTCR Definitiion of “Radiation hardened”
Means that the equipment or component is designed or rated to withstand radiation levels which meet or exceed a total irradiation dose of 5 x 105 rads (Si). 

CCL 9A515d 
Microelectronic circuits (e.g., integrated circuits, microcircuits, MOSFETs) and discrete electronic components rated, certified, or otherwise specified or described as meeting or exceeding all the following characteristics and that are “specially designed” for defense articles, “600 series” items, or items controlled by 9A515:
d1.	A total dose of 5 x 105 Rads (Si) (5 x 103 Gy (Si);
d2.	A dose rate upset threshold of 5 x 108 Rads (Si)/sec (5 x 106 Gy (Si)/sec);
d3.	A neutron dose of 1 x 1014 n/cm2 (1 MeV equivalent)
d4	An uncorrected single event upset sensitivity of 1 x 10-10 errors/bit/day or less, for the CREME-MC geosynchronous orbit, Solar Minimum Environment for heavy ion flux; and
d5	An uncorrected single event upset sensitivity of 1 x 10-3 errors/part or less for a fluence of 1 x 107 protons/cm2 for proton energy greater than 50 MeV.

CCL 9A515e 
Microelectronic circuits (e.g., integrated circuits, microcircuits, MOSFETs) and discrete electronic components that are rated, certified, or otherwise specified or described as meeting or exceeding the characteristics in either paragraph e1 or e2, AND “specially designed” for defense articles controlled by USML Category XV or items controlled by 9A515;
e1	A total dose > 1 x 105 Rads (Si) (1 x 103 Gy (Si)) and <5 x 105 Rads (Si) (5 x 103 Gy(Si)) and a single event effect (SEE) (i.e., single event latchup (SEL), single event burnout (SEB), or single event gate rupture (SEGR)) immunity to a linear energy transfer (LET) > 80 MeV-cm2/mg; or
e2	A total dose > 5 x 105 Rads (Si) (5 x 103 Gy (Si)) and not described in 9A515d.
(MT  applies to 9A515d and 9A515e2 when “usable in”  “missiles” for protecting “missiles” against nuclear effects (e.g., Electromagnetic Pulse (EMP), X-rays, combined blast and thermal effects))
License Requirement Note:
	9A515.d and .e do not control what is controlled by 3A101e.

3A101, add new 3A101e:
e	"Radiation Hardened" "microcircuits", per MTCR 18A1, to protect USML IVa1 or UAVs “payload” at least 500 kg and “range” at least 300 km against nuclear effects (e.g., Electromagnetic Pulse (EMP), X-rays, combined blast and thermal effects).


2	Computers temperature rated, ruggedized or radiation hardened

	 Present US controls deviate from MTCR controls in the following respects:
(1)	EAR definition of “missiles” includes UAVs but ITAR control of “missiles” does not.
(2)	CCL 4A101b Note “part” is omitted from MTCR definition of “radiation hardened” as used in MTCR 13A1b.
(3)	MTCR 13A1 (4A101) and Wassenaar 4A1 (4A001) use the same technical specifications but (4A001) is broader by omission of for “missiles” and narrower by inclusion of “specially designed.” 4A001 coverage of the overlap (specially designed for missiles) is inconsistent with EAR controls being otherwise more restrictive for MTCR-based items than for Wassenaar Dual-Use List-based items.
(4)	MTCR “unique” definition of “specially designed” is polar opposite to EAR “catch-all” definition.
(5)	“Specially designed”, “designed or modified”, “designed”, and “use in” serve no useful purpose.
(6)	4A001 Related Controls states that ITAR controls “equipment designed or rated for transient ionizing radiation”; but this is not stated in ITAR.

	Suggested strike thru deletions and underlining additions: 

MTCR 13A1  
Analogue computers, digital computers or digital differential analysers, designed or modified for use in the systems specified in 1A, having any of the following characteristics:
a	Rated for continuous operation at temperatures from below -45o C to above +55o C; or
b	Designed as Rated for ruggedised or "radiation hardened".

MTCR “Radiation hardened” definition:
Means that the equipment or component is designed or rated to withstand radiation levels which meet or exceed a total irradiation dose of 5 x 105 rads (Si). 

Wassenaar Dual-Use List 4A1 and 4A001
Related Controls ... Equipment designed or rated for transient ionizing radiation is “subject to the ITAR” (see 22 CFR parts 120 through 130).
a	“Specially designed” to have Having 	

CCL 4A101 
Analog computers, “digital computers”, or digital differential analyzers per MTCR 13A1, other than those controlled by 4A001 designed or modified for use in USML IVa1“missiles” or UAVs payload at least 500 kg range at least 300 km, having either of the following:
a	Rated for continuous operation at temperatures from below 118 K (-45o C) to above 328 K (+55o C); or
b	Designed as Rated for ruggedized or ‘radiation hardened’.
Note: ‘Radiation hardened’ means that the “part,” “component” or equipment is designed or rated to withstand radiation levels which meet or exceed a total irradiation dose of 5 x 105 rads (Si).


3	A-D converters

	 Present US controls deviate from MTCR controls in the following respects:
(1)	3A101a omits 14A1 applicability to 1A2 UAVs;
(2)	“usable in”, “designed”, “designed or modified”, “specially designed” serve no useful purpose.	
(3)	US parts in 3A101 heading is omitted from MTCR definition of “radiation hardened” in 14A1b1.
(4)	3A001 coverage of the overlap with 3A101 is inconsistent with EAR controls being otherwise more restrictive for MTCR-based items than for Wassenaar Dual-Use List-based items

	Suggested strike thru deletions and underlining additions: 

MTCR 14A1 
Analogue-to-digital converters, usable in for the systems specified in 1A, having any of the following characteristics:
a	Designed to meet Meeting military specifications for ruggedised equipment; or
b	Designed or modified for military use Meeting military specifications and being any of the following types:
b1	Analogue-to-digital converter "microcircuits", which are "radiation-hardened" or have all of the following characteristics:
b1a	Rated for operation in the temperature range from below -54o C to above +125o C; and
b1b	Hermetically sealed; or
b2	Electrical input type analogue-to-digital converter printed circuit boards or modules, having all of the following characteristics:
b2a	Rated for operation in the temperature range from below -45o C to above +80o C; and
b2b	Incorporating "microcircuits" specified in 14A1b1.

MTCR “Radiation hardened” definition:
Means that the equipment or component is designed or rated to withstand radiation levels which meet or exceed a total irradiation dose of 5 x 105 rads (Si). 

CCL 3A101a 
Electronic equipment, devices, “parts” and “components,” other than those controlled by 3A001, as follows:
a	Analog-to-digital converters usable in for “missiles” or UAVs payload at least 500 kg and range at least 300 km and having any of the following characteristics:
a1	“Specially designed” to meet Meeting military specifications for ruggedized equipment;
a2	“Specially designed” for military use Meeting military specifications and being any of the following types:
a2a	Analog-to-digital converter microcircuits which are radiation-hardened or have all of the following characteristics:
a2a1	Rated for operation in the temperature range from -54o C to above + 125o C; and
a2a2	Hermetically sealed; or
a2b	Electrical input type analog-to-digital converter printed circuit boards or modules, having all of the following characteristics:
a2b1	Rated for operation in the temperature range from below -45o C to above +80o C; and
a2b2	Incorporating microcircuits identified in 3A101a2a.

CCL 3A001
MT applies to 3A001.a.1.a when usable in”missiles”, and to 3A001.a.5.a when “designed or modified” for military use, hermetically sealed and rated for operation in the temperature range from below - 54oC to above +125oC 
License Requirement Note: 3A001 does not control what 3A101 conrols.


4	Hybrid computers

	 Present US controls deviate from MTCR controls in the following respects:
(1)	“Specially designed”, “design”, “capable of” serve no useful purpose.
(2)	USML IVh2 is not MTCR and USML VIIIa6 and 13 are Reserved.
(3)	USML IVd1 and VIIIa5 do not cover all MTCR 2A1a; remainder is 9A119.
(4)	USML IVh8, IVh17, VIIIa5 and XVc19 do not cover all MTCR 2A1b; remainder is 9A116
(5)	USML IVd2 and VIIIa5 do not cover all MTCR 2A1c; remainder is 9A105 and 9A107.
(6)	USML IVh1 and VIIIa5 do not cover all MTCR 2A1d; remainder is 7A117
(7)	USML IVh4 does not cover all MTCR 2A1e; remainder is 9A106e
(8)	USML IVh9 and VIIIa5 do not cover all 2A1f; remainder is new 9A123 
(9)	USML IXb4iv is broader than MTCR 16D1

	Suggested strike thru deletions and underlining additions: 

MTCR 16A1
Specially designed hybrid (combined analogue/digital) computers for modeling, simulation or design integration of systems specified in 1A or the subsystems specified in 2A.
Note: This control only applies when the equipment is supplied with "software" specified in 16D1.

USML XIc16 
Hybrid (combined analogue/digital) computers, per MTCR 16A1, specially designed for modeling, simulation, or design integration of systems enumerated in paragraphs a1, d1, d2, h1, h2, h4. h8, and h9, and h17 Category IV or paragraphs a5, a6, or a13 of USML Category VIII, or paragraph c19 of USML Category XV for rockets, SLVs, missiles, drones, or UAVs capable of delivering a payload of at least 500 kg to a range of at least 300 km or their subsystems. See note 2 to paragraph a3xxix of this category for definition of “payload.”).

CCL 4A102 
“Hybrid computers” “specially designed” per MTCR 16A1, not USML XIc16, for modeling, simulation or design integration of USML IVa1 “missiles”, UAVs payload at least 500 kg and range at least 300 km, or their subsystems in USML IVd1, d2, h1, h4, h8, h9, h17, VIIIa5, XVc19 or ECCNs 7A117, 9A105, 9A106c, 9A107, 9A116, 9A119, or 9A123 . (These items are “subject to the ITAR.”)

CCL 7A117
“Guidance sets”, per MTCR 2A1d, not USML IVh1 or VIIIa5, capable of achieving accuracy of 3.33% or less of the range (e.g., a “CEP” of 10 km or less at a range of 300km). (These items are “subject to the ITAR”. See 22 CFR parts 120 through 130.) 

CCL 9A105
Liquid propellant rocket engines, per MTCR 2A1c, not USML IVd2 or VIIIa5. (These items are “subject to the ITAR”. See 22 CFR parts 120 through 130.) 

CCL 9A107
Solid propellant rocket engines per MTCR 2A1c, not USML IVd2 or VIIIa5 ... . (These items are “subject to the ITAR”. See 22 CFR parts 120 through 130.) 

CCL 9A116
 	Reentry vehicles, usable in for USML IVa1 “missiles” or UAVs payload at least 500 kg range at least 300 km, per MTCR 2A1b, not USML IVh8, IVh17, VIIIa5 or XVc19, and equipment designed or modified therefor. (These items are “subject to the ITAR”. See 22 CFR parts 120 through 130.) 

CCL 9A119
Individual rocket stages, per MTCR 2A1a, not USML IVd1 or VIIIa5, usable in for rockets with a range capability greater than 300 km or greater, other than those controlled by 9A005, 9A007, 9A009, 9A105, 0A107 and 0A109. (These items are “subject to the ITAR”. See 22 CFR parts 120 through 130.) 

CCL 9A123
Weapon or warhead safing, arming, fuzing, and firing mechanisms forUSML IVa1 missiles or UAVs payload at least 500kg and range at least 300 km, per MTCR 2A1f, not USML IVh9 or VIIIa5. 

MTCR 16D1 
"Software" specially designed for modeling, simulation, or design integration of the systems specified in 1A or the subsystems specified in 2A or 20A.
Technical Note: The modeling includes in particular the aerodynamic and thermodynamic analysis of the systems.

USML IXb4iv 
	Software to model or simulate effects of weapons enumerated in this chapter. 
License Requirement Note. IXb4iv does not control what 7D103 or 9D103 controls.

CCL 7D103  
“Software” “specially designed” for modeling or simulation of the “guidance sets” controlled by 7A117 or for their design integration with USML IVa1 “missiles” or UAVs payload at least 500 kg and range at least 300 km, per MTCR 16D1, not USML IVh1 or VIIIa5 . (This entry is “subject to the ITAR” ...)

CCL 9D103 
“Software” “specially designed” per MTCR 16D1 for modeling, simulation or design integration of USML IVa1 “missiles” or UAVs payload at least 500kg and range at least 300 km or the subsystems controlled by USML IVd1, d2, d3, h4, h8, h9, h17, VIIIa5, XVc19 or ECCNs 9A005, 9A007, 9A009, 9A105, 9A106c, 9A107, 9A108, 9A109, 9A116, or 9A119, or 9A123. (This entry is “subject to the ITAR” ...)


5	Electronic equipment for re-entry vehicles

	 Present US controls deviate from MTCR controls in the following respects:
(1)	There is no US explicit equivalent to MTCR 2A1b3 “electronic equipment.”
(2)	“usable in”, “capable of”. “designed or modified”, and “specially designed” serve no useful purpose.
(3)	MTCR 2A1b controls 2A1b1, 2, 3 specified “equipment” for re-entry vehicles, whereas USML IVh17 controls unspecified parts and components of re-entry vehicles.
(4)	MTCR 2A1b1 and 2A1b2 control heat shields and heat sinks and components therefor fabricated of specified materials and 2A1b3 controls electronic equipment for re-entry vehicles with no mention of components or materials, whereas USML IVh8 heat shields omit components and materials and omits heat sinks and electronic equipment altogether and USML XVe19 heat shields and heat sinks includes parts as well as components but omits materials and omits electronic equipment.   

	Suggested strike thru deletions and underlining additions: 

MTCR 2A1b3 
b	Re-entry vehicles usable in for the systems specified in 1A, and, as follows, equipment designed or modified therefor ...: 
b1	Heat shields and components therefor, fabricated of ...
b2	Heat sinks and components therefor, fabricated of ...
b3 	Electronic equipment specially designed for re-entry vehicles; 

USML IVh17 
Re-entry vehicles, per MTCR 2A1b, for IVa1 missiles or UAVs payload at least 500 kg and range at least 300 km and specially designed parts and components therefor not elsewhere specified in this category and following equipment therefor:
i	heat shields, per MTCR 2A1b1, and components therefor, fabricated of ceramic or ablative materials; or
ii	heat sinks, per MTCR 2A1b2, and components therefor, fabricated of light weight, high hear capacity materials (MT)
Note	Also see IVh8, XVe19, and CCL 9A116

USML IVh8
Re-entry vehicle or warhead heat shields (MT for those re-entry vehicles and heat shields usable in systems enumerated in paragraph (a)(1) of this category)
License Requirement Note:
	IVh8 does not control what IVh17 controls.

USML XVe19 
Spacecraft heat shields or heat sinks specially designed for atmospheric entry or re-entry, and specially designed parts and components therefor (MT if usable in rockets, SLVs, missiles, drones, or UAVs capable of delivering a payload of at least 500 kg to a range of at least 300 km)
License Requirement Note:
	XVe19 does not control what IVh17 controls.

CCL 9A116 
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